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Abstract

Fixed-parameter algorithms are designed to efficiently find optimal
solutions to some computationally hard (NP-hard) problems by identifying
and exploiting “small” problem-specific parameters. We survey practical
techniques to develop such algorithms. Each technique is introduced and
supported by case studies of applications to biological problems, with
additional pointers to experimental results.
Key Words: Computational intractability; NP-hard problems; al-
gorithm design; exponential running times; discrete problems; fixed-
parameter tractability; optimal solutions.

1 Introduction
Many problems that emerge in bioinformatics require vast amounts of computer
time to be solved optimally. An illustrative example, though somewhat oversim-
plified, would be the following: Given a set of n experiments of which some pairs
have conflicting results (that is, at least one result must be wrong), identify a
minimum-size subset of experiments to eliminate such that no conflict remains.
This problem, while simple to describe, has no known algorithm that solves
it efficiently on all inputs. From a theoretical standpoint, such computational
hardness can be traced back to the NP-hardness of a problem. Assuming a widely
believed conjecture in complexity theory, the classification of a computational
problem as NP-hard implies that the time needed to solve it grows very quickly
(usually exponentially) with the input size [62]. However, the demand to solve
NP-hard problems commonly arises in practical settings, including bioinformatics.
To obtain solutions to these problems despite their NP-hardness, it is common
to sacrifice solution quality for efficiency, for example by employing heuristic
algorithms or approximation algorithms. A different approach is to insist on
exact solutions and accept that the algorithm will not be efficient on all inputs
but hopefully on those that arise in the application at hand.

Most theory on computational hardness is based on the assumption that the
difficulty of solving an instance of a computational problem is determined by
the size of that instance. The crucial observation this chapter is based on is that

1



often it is not the size of an instance that makes a problem computationally
hard to solve, but rather its structure. Parameterized algorithmics renders this
observation precise by quantifying structural hardness with so-called parameters,
typically a nonnegative integer variable denoted by k or a tuple of such variables.
A parameterized problem is then called fixed-parameter tractable (FPT) if it can
be solved efficiently when the parameter is small; the corresponding algorithm
is called fixed-parameter algorithm. The concept of fixed-parameter tractability
thus formalizes and generalizes the concept of “tractable special cases” that are
known for virtually all NP-hard problems. For example, as we will discuss in
more detail below, our introductory problem can be solved quickly whenever the
number of conflicting experiments is small (a reasonable assumption in practical
settings, since the results would otherwise not be worth much anyway).

Often, there are many possible parameters to choose from. For example,
for solving our introductory problem we could choose the maximum number of
conflicts for a single experiment to be the parameter or, alternatively, the size of
the largest group of pairwise conflicting experiments. This makes parameterized
algorithmics a multipronged attack that can be adapted to different practical
applications. Of course, not all parameters lead to efficient algorithms; in fact,
parameterized algorithmics also provides tools to classify parameters as “not
helpful” in the sense that we cannot expect provably efficient algorithms even
when these parameters are small.

Fixed-parameter algorithms have by now facilitated many success stories
and several techniques have emerged as being applicable to large classes of prob-
lems [84]. This chapter presents several of these techniques, namely kernelization
(Section 2), depth-bounded search trees (Section 3), dynamic programming
(Section 4), tree decompositions of graphs (Section 5), color-coding (Section 6),
and iterative compression (Section 7). We start each section by introducing the
basic concepts and ideas, followed by some case studies concerning practically
relevant bioinformatics problems. Concluding each section, we survey known
applications, implementations, and experimental results, thereby highlighting
the strengths and fields of applicability for each technique.

Another commonly used strategy for exactly solving NP-hard problems is to
reduce the problem at hand to “general-purpose problems” such as integer linear
programming [7, 8] and satisfiability solving [15, 106, 127]. For these, there exist
highly optimized tools with years of algorithm engineering effort that went into
their development. Therefore, if an NP-hard problem can be efficiently expressed
as one of these general-purpose problems, these tools might be able to find an
optimum solution without the need for any further algorithm design. In many
application scenarios, it will actually make sense to try and combine these general-
purpose approaches and the more problem-specific approach of parameterized
algorithmics since the specific advantage of fixed-parameter algorithms is that
they are usually crafted directly for the problem at hand and thus may allow a
better exploitation of problem-specific features to substantially gain efficiency. In
particular, the polynomial-time data reduction techniques that are introduced in
Section 2 usually combine nicely and productively with the more general solver
tools.

Before discussing the main techniques of fixed-parameter algorithms in the
following sections, the remainder of this section provides a crash course in compu-
tational complexity theory and a few formal definitions related to parameterized
complexity analysis. Furthermore, some terms from graph theory are introduced,
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and we present our running example problem Vertex Cover.

1.1 Computational Complexity Theory
In this survey, we are concerned with efficiently solving computational prob-
lems. A standard format for specifying these problems is to phrase them in
an “Input /Task” way that formally specifies the input and desired output. A
core topic of computational complexity theory is the evaluation and comparison
of different algorithms for a given problem [107, 114]. Since most algorithms
are designed to work with variable inputs, the efficiency (or complexity) of an
algorithm is not just stated for some concrete inputs (instances), but rather as a
function that relates the input length n to the number of steps that are required
to execute the algorithm. Generally, this function is given in an asymptotic
sense, the standard way being the big-O notation where we write f(n) = O(g(n))
to express that f(n)/g(n) is upper-bounded by a positive constant in the limit
for large n [46, 87, 123]. Since instances of the same size might take different
amounts of time, it is implicitly assumed in this chapter that we are considering
the worst-case running time among all instances of the same size; that is, we
deliberately exclude from our analysis the potentially efficient solvability of some
specific input instances of a computational problem.

Determining the computational complexity of problems (meaning the best
possible worst-case running time of an algorithm for them) is a key issue in
theoretical computer science. Herein, it is of central importance to distinguish
between problems that can be solved efficiently and those that presumably
cannot. To this end, theoretical computer science has coined the notions of
polynomial-time solvability on the one hand and NP-hardness on the other [62].
Here, polynomial-time solvability means that for every size-n input instance of
a problem, an optimal solution can be computed in nO(1) time. In contrast,
the (unproven, yet widely believed) working hypothesis of theoretical computer
science is that NP-hard problems cannot be solved in nO(1) time. More specif-
ically, typical running times for NP-hard problems are of the form O(cn) for
some constant c > 1; that is, we have an exponential growth in the number
of computation steps as instances grow larger. In this sense, polynomial-time
solvability has become a synonym for efficient solvability.

As there are thousands of known NP-hard optimization problems and their
number is continuously growing [107, 115], several approaches have been de-
veloped that try to circumvent the assumed computational intractability of
NP-hard problems. One such approach is based on polynomial-time approxima-
tion algorithms, where one gives up seeking optimal solutions in order to have
efficient algorithms [9, 128, 131]. Another common strategy is to use heuristics,
where one gives up provable performance guarantees (concerning running time or
solution quality) by developing algorithms that behave well in “most” practical
applications [105, 107].

1.2 Parameterized Complexity
For many applications, the compromises inherent to approximation algorithms
and heuristics are not satisfactory. Fixed-parameter algorithms can provide an
alternative by providing exact solutions with useful running time guarantees [54,
60, 110]. The core concept is formalized as follows.
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Definition 1. A parameterized problem instance consists of a problem instance I
and a parameter k. A parameterized problem is fixed-parameter tractable if it
can be solved in f(k) · |I|O(1) time, where f is a (computable) function solely
depending on the parameter k.

For NP-hard problems, f(k) will typically be an exponential function like 2k

rather than a polynomial function.
Note that the concept of fixed-parameter tractability is different from the

notion of “polynomial-time solvable for fixed k”; an algorithm running in |I|f(k)
time demonstrates that a problem is polynomial-time solvable for any fixed k,
but does not show fixed-parameter tractability, since the exponent needs to be a
constant; ideally, a fixed-parameter algorithm provides a linear-time algorithm
for each fixed k [14].

As an example for this “parameterized perspective”, consider again the iden-
tification of k faulty experiments among n experiments. We could naively solve
this problem in O(2n) time by trying all possible subsets of the n experiments.
However, this would not be practically feasible for n > 40. In contrast, a simple
fixed-parameter algorithm with running time O(2k · n) exists for this problem,
which allows it to be solved even for n > 1000, as long as k < 20 (as we will
discuss in Section 2.4, real-world instances can often be solved for much larger
values of k by an extension of this approach).

Unfortunately, there are parameterized problems for which there is good
evidence that they are not fixed-parameter tractable (see Note 1).

A few words on the art of problem parameterization. Typically, a prob-
lem allows for more than one parameterization [91, 111]. From a theoretical
point of view, parameterization is a key to better understand the nature of
computational intractability. The ultimate goal here is to learn how parameters
influence the computational complexity of problems. The more we know about
these interactions, the more likely it becomes to cope with computational in-
tractability. In a sense, it may be considered as an art to find the most useful
parameterizations of a computational problem.

From an applied point of view, the identification of parameters for a concrete
problem should go hand-in-hand with an extensive data analysis. One natural way
for spotting relevant parameterizations of a problem in real-world applications is
to analyze the given input data and check which quantifiable aspects of it appear
to be small and might thus be suitable as parameters. For example, if the input is
a network, one such observable parameter could be the maximum vertex degree.
Often, real-world input instances also carry some hidden structure that might
be exploited. Again turning to graphs, well-known parameters such as such
as “feedback vertex set number” or “treewidth” measure how tree-like a graph
is. These parameters are motivated by the observation that many intractable
graph problems become tractable when restricted to trees. For NP-hard string
problems, which also occur frequently in bioinformatics, natural parameters are
for example the size of the alphabet or the number of occurrences of a letter [36].

1.3 Graph Theory
Many of the problems we deal with in this work can be formulated in graph-
theoretic terms [49, 129]. An undirected graph G = (V,E) is given by a set
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Figure 1: A graph with a size-8 vertex cover (cover vertices are marked black).

of vertices V and a set of edges E, where each edge {v, w} is an undirected
connection of two vertices v and w. Throughout this work, we use n := |V | to
denote the number of vertices and m := |E| to denote the number of edges. For
a set of vertices V ′ ⊆ V , the induced subgraph G[V ′] is the graph (V ′, {{v, w} ∈
E | v, w ∈ V ′}), that is, the graph G restricted to the vertices in V ′. We denote
the open neighborhood of a vertex v by N(v) := {u | {u, v} ∈ E} and its closed
neighborhood by N [v] := N(v) ∪ {v}.

It is not hard to see that we can formalize our introductory problem of
recognizing faulty experiments as a graph problem where vertices correspond
to experiments and edges correspond to pairs of conflicting experiments. Thus,
we need to choose a small set of vertices (the experiments to eliminate) so that
each edge is incident with at least one chosen vertex. This is known as the
NP-hard Vertex Cover problem, which serves as a running example for several
techniques in this work.

Vertex Cover
Input: An undirected graph G = (V,E) and a nonnegative integer k.
Task: Find a set C ⊆ V of at most k vertices such that each edge in E
has at least one of its endpoints in C.

The problem is illustrated in Figure 1. Vertex Cover can well be considered
a poster child of fixed-parameter research, as many discoveries that influenced
the whole field originated from the study of this single problem.

2 Kernelization: Data Reduction With Guaran-
teed Effectiveness

The idea of data reduction is to quickly presolve those parts of a given problem
instance that are easy to cope with, shrinking it to those parts that form its
hard core [76, 95]. Computationally expensive algorithms need then only be
applied to this core. In some practical scenarios, data reduction may even
reduce instances of a seemingly hard problem to triviality. Once an effective
(and efficient) reduction rule has been found, it is typically not only useful in
the context of parameterized algorithmics, but also in other problem solving
contexts, whether they be heuristic, approximative, or exact.

This section introduces the concept of kernelization, that is, polynomial-time
data reduction with guaranteed effectiveness. Kernelization is closely connected
to fixed-parameter tractability and emerges within its framework.
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2.1 Basic Concepts
There are many examples of combinatorial problems that would not be solvable
without employing heuristic data reduction and preprocessing algorithms. For
example, commercial solvers for hard combinatorial problems such as the integer
linear program solver CPLEX heavily rely on data-reducing preprocessors for
their efficiency [16]. Obviously, many practitioners are aware of the general
concept of data reduction. Parameterized algorithmics adds to this by providing
a way to use data reduction rules not only heuristically, but with guaranteed
performance quality. These so-called kernelizations guarantee an upper bound
on the size of the reduced instance, which solely depends on the parameter value.
More precisely, the concept is defined as follows:

Definition 2 ([54, 110]). Let I be an instance of a parameterized problem with
given parameter k. A reduction to a problem kernel (or kernelization) is a
polynomial-time algorithm that replaces I by a new instance I ′ and k by a new
parameter k′ such that

• the size of I ′ and the value of k′ are guaranteed to only depend on some
function of k, and

• the new instance I ′ has a solution with respect to the new parameter k′ if
and only if I has a solution with respect to the original parameter k.

Kernelizations can help to understand the practical effectiveness of some data
reduction rules and, conversely, the quest for kernelizations can lead to new and
powerful data reduction rules based on deep structural insights.

Intriguingly, there is a close connection between fixed-parameter tractable
problems and those problems for which there exists a kernelization—in fact, they
are exactly the same [38]. Unfortunately, the running time of a fixed-parameter
algorithm directly obtained from a kernelization is usually not practical and,
in the other direction, there exists no constructive scheme for developing data
reduction rules for a fixed-parameter tractable problem. Nevertheless, this
equivalence can establish the fixed-parameter tractability and amenability to
kernelization of a problem by knowing just one of these two properties.

2.2 Case Studies
In this section, we first illustrate the concept of kernelization by a simple
example concerning the Vertex Cover problem. We then show a more involved
kernelization algorithm for the graph clustering problem Cluster Editing.
Finally, we discuss the limits of the kernelization approach for fixed-parameter
tractable problems and present an extension of the kernelization concept that
can be used to cope with the nonexistence of problem kernels.

2.2.1 A Simple Kernelization for Vertex Cover

Consider our running example Vertex Cover. In order to cover an edge in the
graph, one of its two endpoints must be in the vertex cover. If one of these is a
degree-1 vertex (that is, it has exactly one neighbor), then the other endpoint
has the potential to cover more edges than this degree-1 vertex, leading to a first
data reduction rule.
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Reduction Rule VC1
If there is a degree-1 vertex, then put its neighboring vertex into the
cover.

Here, “put into the cover” means adding the vertex to the solution set and
removing it and its incident edges from the instance. Note that this reduction
rule assumes that we are only looking for one optimal solution to the Vertex
Cover instance we are trying to solve; there may exist other minimum vertex
covers that do include the reduced degree-1 vertex (see Note 2).

After having applied Rule VC1, we can further do the following in the
fixed-parameter setting where we ask for a vertex cover of size at most k.

Reduction Rule VC2
If there is a vertex v of degree at least k + 1, then put v into the cover.

The reason this rule is correct is that if we did not take v into the cover, then we
would have to take every single one of its k + 1 neighbors into the cover in order
to cover all edges incident with v. This is not possible because the maximum
allowed size of the cover is k.

After exhaustively performing Rules VC1 and VC2, all vertices in the re-
maining graph have degree at most k. Thus, at most k edges can be covered
by choosing an additional vertex into the cover. Since the solution set may be
no larger than k, the remaining graph can have at most k2 edges if it has a
solution. Clearly, we can assume without loss of generality that there are no
isolated vertices (that is, vertices with no incident edges) in a given instance. In
conjunction with Rule VC1, this means that every vertex has degree at least
two. Hence, the remaining graph can contain at most k2 vertices.

Stepping back, what we have just done is the following: After applying two
polynomial-time data reduction rules to an instance of Vertex Cover, we
arrived at a reduced instance whose size can be expressed solely in terms of the
parameter k. Hence, considering Definition 2, we have found a kernelization for
Vertex Cover.

2.2.2 A Kernelization for Cluster Editing

In the above example kernelization for Vertex Cover, there is a notable
difference between Rules VC1 and VC2: Rule VC1 is based on a local opti-
mality argument whereas Rule VC2 makes explicit use of the parameter k. In
applications, the first type of data reduction rules is usually preferable, as they
can be applied independently of the value of k and this value is only used in
the analysis of the power of the data reduction rules. For the NP-hard graph
clustering problem Cluster Editing, we now present an efficient kernelization
algorithm that is based solely on a data reduction rule of the first type.

Cluster Editing
Input: An undirected graph G = (V,E), an edge-weight function ω :
V 2 → N+, and a nonnegative integer k.
Task: Find whether we can modify G to consist of vertex-disjoint cliques
(that is, fully connected components) by adding or deleting a set of edges
whose weights sum up to at most k.

Cluster Editing can be used, for example, to cluster proteins with high
sequence similarity [22] and to identify cancer subtypes [133]; a comprehensive
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Figure 2: Illustration for Cluster Editing with unit weights: By removing
two edges from and adding one edge to the graph on the left (that is, k = 3), we
can obtain a graph that consists of two vertex-disjoint cliques.

overview of its applications is given by Böcker & Baumbach [21]. Many theoretical
studies consider the case in which all edges have weight one, but the weighted
version of Cluster Editing is more relevant in biological applications. The
positive edge weights describe the cost to delete an existing edge or to insert a
missing edge, respectively. Figure 2 shows an instance of the unweighted problem
variant together with a solution. A simple kernelization for Cluster Editing
uses similar high-degree reduction rules as the Vertex Cover kernelization
described above. These rules yield a kernel with O(k2) vertices [66]. This bound
can be improved to O(k) vertices using reduction rules whose correctness is based
on local optimality arguments. We now describe such a kernelization algorithm
for Cluster Editing that was developed by Cao & Chen [40].

The idea of this kernelization is to examine for each vertex v of the graph
whether its neighborhood is already very dense and only loosely connected to
the rest of the graph. If this is the case, then it is optimal to put all neighbors
of v in the same cluster as v. This knowledge can be used to identify edges that
have to be deleted or edges that have to be added. Formally, the algorithm
computes the sum of the weights of the missing edges in the neighborhood N [v];
this number is denoted by δ(v). Then it computes the sum of the edge weights
between N [v] and V \N [v]; this number is denoted γ(v). These two measures
are combined to form what is called the stable cost of a vertex v defined as
c(v) = 2δ(v) + γ(v). Now a vertex v is called reducible if c(v) < |N [v]|. The
main consequence of being reducible is that if N [v] is reducible, then there is an
optimal solution such that N [v] is contained in a single cluster. This implies the
correctness of the following data reduction rules; an example application of the
first two reduction rules is given in Figure 3.

The first rule adds missing edges in neighborhoods of reducible vertices.

Reduction Rule CE1
If there is a reducible vertex v and a pair of vertices u, x in N [v] that
are not neighbors, then add {u, x} to G and decrease k by ω({u, x}).

The next rule finds vertices that have some but only few neighbors in N [v].
In an optimal solution, these vertices are never in the same cluster as N [v]. Thus,
the edges between these vertices and N [v] may be deleted.

Reduction Rule CE2
If there is a reducible vertex v and a vertex u /∈ N [v] such that it
is more costly to add all missing edges between u and N [v] than to
remove all edges between u and N [v], then remove all edges between u
and N [v] and decrease k accordingly.

The final rule merges N [v] into one vertex and adjusts the edge weights
accordingly.
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Figure 3: The application of Reduction Rules CE1 and CE2 to an instance of
Cluster Editing. In the example, the weight of all existing and missing edges
is 1. Initially, the vertex v is reducible. Then, Rule CE1 inserts the missing edge
in N [v]. Subsequently, Rule CE2 deletes the edge between u and w, since it is
more costly to make w adjacent to all vertices of N [v] than to delete this edge.

Reduction Rule CE3
If there is a reducible vertex v to which Rules CE1 and CE2 do not
apply, then merge N [v] into a single vertex v′. For each vertex u ∈
V \N [v] set ω({u, v′}) :=∑x∈N [v] ω({u, x}).

As long as the instance contains a reducible vertex, the reduction rules will
either modify an edge or merge a vertex. If there are no more reducible vertices,
then the last trivial step of the kernelization algorithm is to remove all isolated
vertices from the instance. Afterwards, the instance has at most 2k vertices. The
intuition behind this size bound is the following. Every edge has weight at least
one, so a solution contains at most k edges. Since each edge has two endpoints,
the modifications can affect at most 2k vertices. Now if in a cluster every vertex
is affected, then the size of the cluster is at least two times the number of edge
modifications within the cluster plus the number of edge modifications between
this cluster and other clusters. If there is a vertex v in the cluster that is not
affected by the solution, then the same bound on the cluster size holds, in this
case because v is not reducible. Summing these size bounds over all clusters, we
obtain a sum of edges in which each solution edge appears at most twice. This
gives the size bound of 2k vertices.

2.3 Limits and Extensions of Kernelization
The two example problems Vertex Cover and Cluster Editing are especially
amenable to kernelization since they admit polynomial-size problem kernels. That
is, the size bound for the kernel is a polynomial function in the parameter k.
While all fixed-parameter tractable problems admit a problem kernelization, it
is not the case that all fixed-parameter tractable problems admit polynomial
kernels [54, 95]. It is beyond the scope of this paper to introduce the proof
techniques for showing nonexistence of polynomial problem kernels. We will
give, however, an example of a biologically motivated graph problem that does
not admit a polynomial problem kernel and describe one way of circumventing
this hardness result.

2-Club
Input: An undirected graph G = (V,E) and a nonnegative integer k.
Task: Find a set S ⊆ V of at least k vertices such that the subgraph
induced by S has diameter at most two.

The NP-hard 2-Club problem attempts to identify large cohesive subgroups of
an input graph. The idea behind the formulation is to relax the overly restrictive
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Figure 4: A graph with a 2-club of size six (marked black).

definition of the Clique problem which only accepts solutions that are complete
graphs or, equivalently, that have diameter one. The 2-Club problem finds
applications in the detection of protein interaction complexes [116]; an instance
of 2-Club with a maximum-cardinality solution is shown in Figure 4. As we
will see, 2-Club is fixed-parameter tractable with respect to the parameter
solution size k. It does not, however, admit a polynomial problem kernel for this
parameter [120] (see Note 3 for a brief discussion).

In spite of this hardness result, one can still perform a useful parameterized
data reduction for 2-Club. The idea is to reduce the problem to many problem
kernels instead of just one. This approach is called Turing kernelization. In the
case of 2-Club, the Turing kernelization consists of two simple parts. First, one
looks for a trivial solution using the following observation: for every vertex v in
a graph, its closed neighborhood N [v] has diameter two.

Reduction Rule 2-C
If there is a vertex v with at least k − 1 neighbors, then return N [v].

After this rule has been applied, we have either obtained a solution or the
maximum degree of the graph is at most k − 2. Now, the Turing kernelization
uses only one further observation: To find a largest 2-club it is sufficient to
examine for each vertex v of the input graph G the subgraph of G that contains
only the vertices which have distance at most two to v. We can now use the fact
that the maximum degree is bounded: every vertex v has at most k−2 neighbors
and each of these has at most k − 3 further neighbors. Thus, 2-Club can
be solved by independently solving n small instances with O(k2) vertices each.
Formally, this means that 2-Club admits a Turing kernelization with O(k2)
vertices.

2.4 Applications and Implementations
Solving Vertex Cover is relevant in many bioinformatics-related scenarios
such as analysis of gene expression data [45] and the computation of multiple
sequence alignments [41]. Besides solving instances of Vertex Cover, another
application of Vertex Cover kernelizations is to search maximum-cardinality
cliques (that is, maximum-size complete subgraphs) in a graph. Here, use is
made of the fact that an n-vertex graph G has a clique of size (n− k) if and only
if its complement graph, that is, the graph that contains exactly the edges not
contained in G, has a size-k vertex cover. The best known kernel for Vertex
Cover (up to minor improvements) has 2k vertices [109]. Abu-Khzam et al. [1]
studied various kernelization methods for Vertex Cover and their practical
performance on biological networks with respect to running time and resulting
kernel size. Experimental results for the computation of large cliques via Vertex
Cover are given, for example, by Abu-Khzam et al. [3].
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Several kernelization approaches including the one presented in Section 2.2.2
have been implemented for Cluster Editing [23, 77]. The Turing kernelization
for 2-Club was implemented and experimentally evaluated; it turned out to
be a crucial ingredient for obtaining an efficient algorithm for this problem [78].
Another biologically relevant clustering problem where kernelizations have been
successfully implemented is the Clique Cover problem. Here, the task is to
cover all edges of a graph using at most k cliques (these may overlap). Using
data reduction, Gramm et al. [67] solved even large instances with 1 000 vertices
and k ≈ 6 000 as long as they are sparse (m ≈ 7 000).

3 Depth-Bounded Search Trees
Once data reductions as discussed in the previous section have been applied to a
problem instance, we are left with the “really hard” problem kernel to be solved.
A standard way to explore the huge search space of a computationally hard
problem is to perform a systematic exhaustive search. This can be organized in
a tree-like fashion, which is the subject of this section.

3.1 Basic Concepts
Search tree algorithms—also known as backtracking algorithms, branching algo-
rithms, or splitting algorithms—certainly are no new idea and have extensively
been used in the design of exact algorithms (e.g., see [46, 61, 123]). The main
contribution of parameterized algorithmics to search tree algorithms is the
consideration of search trees whose depth is constrained by a function in the
parameter. Combined with insights on how to find useful—and possibly non-
obvious—parameters, this can lead to search trees that are much smaller than
those of naive brute-force searches. For example, a very naive search tree ap-
proach for solving Vertex Cover is to just take one vertex and branch into
two cases: either this vertex is in the vertex cover or not. For an n-vertex graph,
this leads to a search tree of size O(2n). As we outline in this section, we can do
much better than that and obtain a search tree whose depth is upper-bounded
by k, giving a size bound of O(2k). Extending what we discuss here, even better
search trees of size O(1.28k) are possible [42]. Since usually k � n, this can
draw the problem into the zone of feasibility even for large graphs.

Besides depth-bounding, parameterized algorithmics provides additional
means to provably improve the speed of search tree exploration, particularly by
interleaving this exploration with kernelizations, that is, applying data reduction
to partially solved instances during the exploration.

3.2 Case Studies
Starting with our running example Vertex Cover, this section introduces the
concept of depth-bounded search trees by three case studies.

3.2.1 Vertex Cover Revisited

For many search tree algorithms, the basic idea is to find a small subset of the
input instance in polynomial time such that at least one element of this subset
must be part of an optimal solution to the problem. In the case of Vertex
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Figure 5: Simple search tree for finding a vertex cover of size at most k in a
given graph. The size of the tree is O(2k).

Cover, the most simple such subset is any set of two adjacent vertices. By
definition of the problem, one of these two vertices has to be part of a solution, or
the respective edge would not be covered. Thus, a simple search-tree algorithm to
solve Vertex Cover on a graph G = (V,E) can proceed by picking an arbitrary
edge e = {v, w} and recursively searching for a vertex cover of size k − 1 both
in G[V \ {v}] and G[V \ {w}], that is, in the graphs obtained by removing either
v and its incident edges or w and its incident edges. In this way, the algorithm
branches into two subcases knowing one of them must lead to a solution of size
at most k (provided that it exists).

As shown in Figure 5, the recursive calls of the simple Vertex Cover
algorithm can be visualized as a tree structure. Because the depth of the
recursion is upper-bounded by the parameter value and we always branch into
two subcases, the number of cases that are considered by this tree—its size, so
to say—is O(2k). Independent of the size of the input instance, it only depends
on the value of the parameter k.

The currently “best” search trees for Vertex Cover have worst-case size
O(1.28k) [42] and are mainly achieved by elaborate case distinctions. These
algorithms consist of several branching rules; for example, the degrees of the
endpoints of an edge determine which of the branching rules is applied. However,
for practical applications it is always concrete implementation and testing that
has to decide whether the administrative overhead caused by distinguishing more
and more cases pays off. A simpler algorithm with slightly worse search tree size
bounds may be preferable.

3.2.2 A Search Tree Algorithm for Cluster Editing

For Vertex Cover, we have found a depth-bounded search tree by observing
that at least one endpoint of any given edge must be part of the cover. A
somewhat similar approach can be used to derive a depth-bounded search tree
for Cluster Editing.

Recall that the aim for Cluster Editing is to modify a graph into a cluster
graph, that is, a vertex-disjoint union of cliques, by modifying edges whose weight
sums up to at most k. Similar to Vertex Cover, a search tree for Cluster
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Figure 6: The merge branching for Cluster Editing. In the example instance,
all edges and missing edges have unit weight, except {v, w} which has weight 2. In
one branch, the edge {u, v} is deleted and k is reduced by 1. In the other branch,
u and v are merged and the edge weights are adjusted. For example, edge {x,w}
obtains weight 1 since the missing edge {u,w} had weight 1. Accordingly, k is
decreased by 1. All missing edges between x and other vertices have weight 2.

Editing can be obtained by noting that the desired graph of vertex-disjoint
cliques forbids a certain structure: If two vertices in a cluster graph are adjacent,
then their neighborhoods must be the same. Hence, whenever we encounter two
vertices u and v in the input graph G that are adjacent and where one vertex,
say v, has a neighbor w that is not adjacent to u, we are compelled to do one of
three things: Either remove the edge {u, v}, or add the edge {u,w}, or remove
the edge {v, w}. Note that each such modification incurs a cost of at least one.
Therefore, exhaustively branching into three cases, each time decreasing k by
one, we obtain a search tree of size O(3k) to solve Cluster Editing. Using
computer-aided algorithm design, this idea can be improved to obtain, for the
unit-weight case, a search tree of size O(1.92k) [65]. The current-best theoretical
running time is, however, achieved by exploiting the fact that edge weights make
it possible to consider the merging operation in a search tree algorithm. The
observation is that in the presence of a conflict as described above, one may
either delete the edge {u, v} or, otherwise, u and v are in the same cluster of the
final cluster graph. Thus, one may merge u and v and adjust the edge weights
accordingly. The main trick is that when performing the merging, this still
causes some cost: The edge {v, w} must be deleted or the edge {u,w} must be
added. After merging u and v into a new vertex x one may thus “remember” that
the new edge {x,w} will incur a cost irrespective of whether this edge is deleted
or kept by a solution. With a more refined branching strategy, this idea leads to
a search tree of size O(1.82k) for the general case [22] and of size O(1.62k) for
the unit-weight case [20].

3.2.3 The Closest String Problem

The Closest String problem is also known as Consensus String.

Closest String
Input: A set of k length-` strings s1, . . . , sk and a nonnegative integer d.
Task: Find a consensus string s that satisfies dH(s, si) ≤ d for all
i = 1, . . . , k.
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closest string:

primer candidate:

Figure 7: Illustration to show how DNA primer design can be achieved by solving
Closest String instances on length-` windows of aligned DNA sequences. The
primer candidate is not the computed consensus string but its nucleotide-wise
complement.

Here, dH(s, si) denotes the Hamming distance between two strings s and si,
that is, the number of positions where s and si differ. Note that there are at
least two immediately obvious parameterizations of this problem. The first is
given by choosing the “distance parameter” d and the second is given by the
number of input strings k. Both parameters are reasonably small in various
applications; we refer to Gramm et al. [70] for more details. Here, we focus on
the parameter d.

Closest String appears for example in primer design, where we try to
find a small DNA sequence called primer that binds to a set of (longer) target
DNA sequences as a starting point for replication of these sequences. How well
the primer binds to a sequence is mostly determined by the number of positions
in that sequence that hybridize to it. While often done by hand, Stojanovic
et al. [125] proposed a computational approach for finding a well-binding primer
of length `. First, the target sequences are aligned, that is, as many matching
positions within the sequences as possible are grouped into columns. Then, a
“sliding window” of length ` is moved over this alignment, giving a Closest
String problem for each window position. Figure 7 illustrates this (see [64] for
details).

In the remainder of this case study, we sketch a fixed-parameter search tree
algorithm for Closest String due to Gramm et al. [70], the parameter being
the distance d. Unlike for Vertex Cover and Cluster Editing, the central
challenge lies in even finding a depth-bounded search tree, which is not obvious
at a first glance. Once found, however, the derivation of the upper bound for
the search tree size is straightforward. The underlying algorithm is very simple
to implement.

The main idea behind the algorithm is to maintain a candidate string ŝ
for the center string and compare it to the strings s1, . . . , sk. If ŝ differs from
some si in more than d positions, then we know that ŝ needs to be modified in
at least one of these positions to match the character that si has there. Consider
the following observation:

Observation 1. Let d be a nonnegative integer. If two strings si and sj have a
Hamming distance greater than 2d, then there is no string that has a Hamming
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distance of at most d to both of si and sj.

This means that si is allowed to differ from ŝ in at most 2d positions. Hence,
among any d+ 1 of those positions where si differs from ŝ, at least one must
be modified to match si. This can be used to obtain a search tree that solves
Closest String.

We start with a string from {s1, . . . , sk} as the candidate string ŝ, knowing
that a center string can differ from it in at most d positions. If ŝ already is a
valid center string, we are done. Otherwise, there exists a string si that differs
from ŝ in more than d positions, but less than 2d. Choosing any d+ 1 of these
positions, we branch into (d+ 1) subcases, each subcase modifying a position
in ŝ to match si. This position cannot be changed anymore further down in the
search tree (otherwise, it would not have made sense to make it match si at that
position). Hence, the depth of the search tree is upper-bounded by d, for if we
were to go deeper down in the tree, then ŝ would differ in more than d positions
from the original string we started with. Thus, Closest String can be solved
by exploring a search tree of size O((d+ 1)d) [70]. Combining data reduction
with this search tree, we arrive at the following.

Theorem 1. Center String can be solved in O(k · `+ k · d · (d+ 1)d) time.

It might seem as if this result is purely of theoretical interest—after all,
the term (d+ 1)d becomes prohibitively large already for d = 15. Two things,
however, should be noted in this respect: First, for one of the main applications
of Closest String, primer design, d is very small (often less than 4). Second,
empirical analysis reveals that when the algorithm is applied to real-world and
random instances, it often beats the proven upper bound by far, solving many
real-world instances in less than a second. The algorithm is also faster than a
simple integer linear programming formulation of Closest String when the
input consists of many strings and ` is small [70].

Unfortunately, many variants of Closest String—roughly speaking, these
deal with finding a matching substring and distinguish between strings to which
the center is supposed to be close and to which it should be distant—are known
to be intractable for many standard parameters [57, 68, 104].

3.3 Applications and Implementations
In combination with data reduction, the use of depth-bounded search trees
has proven itself quite useful in practice, for example allowing to find vertex
covers of more than ten thousand vertices in some dense graphs of biological
origin [3]. It should also be noted that search trees trivially allow for a parallel
implementation: when branching into subcases, each process in a parallel setting
can further explore one of these branches with no additional communication
required. Experimental results for Vertex Cover show linear speedups even
for thousands of cores [2].

The merge-based search tree algorithm for Cluster Editing can solve many
instances arising in the analysis of protein similarity data [22]; it is part of a
software package [132]. A fixed-parameter search tree algorithm was also used to
solve instances of the Minimum Common String Partition problem [35]. This
NP-hard problem is motivated by applications in comparative genomics; the fixed-
parameter algorithm was able to solve the problem on some bacterial genomes.
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The parameters exploited by the algorithm are the number of breakpoints
and the maximum gene copy number in the genomes. Fixed-parameter search
tree algorithms have also been applied for solving the Maximum Agreement
Forest problem which arises in the comparison of phylogenetic trees [130]; the
fixed-parameter algorithm outperformed two previous approaches for Maximum
Agreement Forest, one using a formulation as integer linear program and
another one using a formulation as satisfiability problem. Another example is the
search for k-plexes in graphs, which can be used for example to model functional
modules in protein interaction networks. By combining search trees with data
reduction, it is often possible to outperform previously-used methods [108].

Besides in parameterized algorithmics, search tree algorithms are studied
extensively in the area of artificial intelligence and heuristic state space search.
There, the key to speedups are admissible heuristic evaluation functions which
quickly give a lower bound on the distance to the goal. The reason that admissible
heuristics are rarely considered by the parameterized algorithmics community in
their works (see [69] for a counterexample) is that they typically cannot improve
the asymptotic running time. Still, the speedups obtained in practice can be
quite pronounced, as demonstrated for Vertex Cover [58].

As with kernelizations, algorithmic developments outside the fixed-parameter
setting can make use of the insights that have been gained in the development of
depth-bounded search trees in a fixed-parameter setting. One example for this
is the Minimum Quartet Inconsistency problem arising in the construction
of evolutionary trees. Here, an algorithm that uses depth-bounded search trees
was developed by Gramm & Niedermeier [69]. Their insight was used by Wu
et al. [134] to develop a faster (non-parameterized) algorithm for this problem.

In conclusion, depth-bounded search trees with clever branching rules are
certainly one of the first approaches to try when solving fixed-parameter tractable
problems in practice.

4 Dynamic Programming
Dynamic programming is one of the most useful algorithm design techniques
in bioinformatics; it also plays an important role in developing fixed-parameter
algorithms. Since dynamic programming is a classic algorithm design technique
covered in many standard textbooks [123], we keep the presentation of “fixed-
parameter dynamic programming” short.

4.1 Basic Concepts
The general idea is to recursively break down the problem into possibly over-
lapping subproblems whose optimal solution allows to find an overall optimal
solution. The solutions to subproblems are stored in a table, avoiding recalcula-
tion. A classic example is sequence alignment of two strings, for instance using
the Needleman–Wunsch algorithm [19]. The dynamic programming technique,
however, is not restricted to polynomial-time solvable problems.

The running time of dynamic programming depends mainly on the table size,
so the main trick in obtaining fixed-parameter dynamic programming algorithms
is to bound the size of the table by a function of the parameter times a polynomial
in the input size. Two generic methods for this are tree decompositions and

16



color-coding, described in Sections 5 and 6, respectively. In many cases, however,
the table size is obviously bounded in the parameter and thus no additional
techniques are necessary to obtain a fixed-parameter algorithm.

4.2 Case Study
One application of dynamic programming is in the interpretation of mass spec-
trometry data, which contains mass peaks for a sample molecule and for fragments
thereof [27, 28]. The method builds a graph where a vertex corresponds to a
possible molecular formula of a peak, and an edge corresponds to a hypothetical
fragmentation step. Edges are weighted by the likeliness of the corresponding
fragmentation step. The goal is then to calculate a maximum scoring subtree of
this graph. In this tree, we must use only one of the molecular formulas of a
peak. This is achieved by giving each vertex a corresponding color and asking
for a colorful subtree.

Maximum Colorful Subtree
Input: A directed graph D = (V,A) with a vertex coloring c : V → C
and arc weights w : A→ Q+.
Task: Find a subtree of G that uses each color at most once and has
maximum total arc weight.

This NP-hard problem can be solved by dynamic programming [27, 28, 121]
by building a table W (v, S) for v ∈ V and S ⊆ C. An entry W (v, S) holds the
maximum score of a subtree with root v whose vertex set has exactly the colors
of S. The table is filled out with the following recurrence:

W (v, S) = max

maxu∈V :c(u)∈S\{c(v)}W (u, S \ {c(v)}) + w(v, u)

max(S1,S2):S1∩S2={c(v)}
S1∪S2=S

W (v, S1) +W (v, S2)
(1)

with initial condition W (v, {c(v)}) = 0 and the weight of nonexistent arcs set
to −∞. The first line extends a tree by introducing v as new root and adding
the arc (v, u), and the second line merges two trees that have the same root but
are otherwise disjoint.

The tableW has n ·2k entries where k is the number of different vertex colors,
and filling it out can be done in O(3kkm) time. Thus, Maximum Colorful
Subtree is fixed-parameter tractable with respect to the parameter k. In the
application, the parameter is the number of peaks in the spectrum which is
usually small.

4.3 Applications and Implementations
The algorithm described in Section 4.2 was found to be fast and accurate in
determining glycan structure [27]. There are several further applications of
dynamic programming over exponentially-sized tables. In phylogenetics, for
example, the task of reconciling a binary gene tree with a nonbinary species
trees can be solved via a dynamic programming algorithm whose table size
is exponential only in the maximum outdegree of the species tree [126]. The
implementation solves instances based on cyanobacterial gene trees on average
in less than one second. In these instances, the parameter value ranges from 2
to 6.
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Another application of dynamic programming is in a variant of haplotyping
(see also Section 7.2) which deals with the analysis of genomic fragments. Using
dynamic programming, solutions to the weighted minimum error correction
formulation can be found in a running time of O(2k ·m). Here, k is the maximum
coverage of any genome position by the input fragments and m is the number of
SNPs per sequencing read [117]. The algorithm scales up to k ≈ 20.

5 Tree Decompositions of Graphs
Many NP-hard graph problems become computationally feasible when they are
restricted to cycle-free graphs, that is, trees or collections of trees (forests). Trees,
while potentially simplifying computation, form a very limited class of graphs
that seldom suffices as a model for real-life applications. Hence, as a compromise
between general graphs and trees, one might want to look at “tree-like” graphs.
This tree-likeness can be formalized by the concept of tree decompositions. In
this section, we survey some important aspects of tree decompositions and their
algorithmic use with respect to computational biology and FPT. Surveys on this
topic are given by Berger et al. [11] and Bodlaender & Koster [31].

5.1 Basic Concepts
There is a very helpful and intuitive characterization of tree decompositions in
terms of a robber–cop game in a graph [29]: A robber stands on a graph vertex
and, at any time, he can run at arbitrary speed to any other vertex of the graph
as long as there is a path connecting both. The only restriction is that he is not
permitted to run through a cop. There can be several cops and, at any time,
each of them may either stand on a graph vertex or be in a helicopter (that is,
she is above the game board and can move anywhere without being restricted
by graph edges). The cops want to land a helicopter on the vertex occupied
by the robber. The robber can see a helicopter approaching its landing vertex
and he may run to a new vertex before the helicopter actually lands. Thus, the
cops want to occupy all vertices adjacent to the robber’s vertex, making him
unable to move, and to then land one more remaining helicopter on the robber’s
vertex itself to catch him. The treewidth of the graph is the minimum number
of cops needed to catch a robber minus one (observe that if the graph is a tree,
two cops suffice and trees hence have a treewidth of one) and a corresponding
tree decomposition is a tree structure that provides the cops with a scheme to
catch the robber. Intuitively, the tree decomposition indicates “bottlenecks”
(separators) in the graph and thus reveals an underlying scaffold that can be
exploited algorithmically.

Formally, tree decompositions and treewidth center around the following
somewhat technical definition; Figure 8 shows a graph together with an optimal
tree decomposition of width two.

Definition 3. Let G = (V,E) be an undirected graph. A tree decomposition of
G is a pair 〈{Xi | i ∈ I}, T 〉 where each Xi is a subset of V , called a bag, and
T is a tree with the elements of I as nodes. The following three properties must
hold:

1.
⋃

i∈I Xi = V ;
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Figure 8: A graph together with a tree decomposition of width 2. Observe
that—as demanded by the consistency property—each graph vertex induces a
subtree in the decomposition tree.

2. for every edge {u, v} ∈ E, there is an i ∈ I such that {u, v} ⊆ Xi; and

3. for all i, j, k ∈ I, if j lies on the path between i and k in T then Xi ∩Xk ⊆
Xj.

The width of 〈{Xi | i ∈ I}, T 〉 equals max{|Xi| | i ∈ I} − 1. The treewidth of G
is the minimum k such that G has a tree decomposition of width k.

The third condition of the definition is often called consistency property. It
is important in dynamic programming, the main algorithmic tool when solving
problems on graphs of bounded treewidth. An equivalent formulation of this
property is to demand that for any graph vertex v, all bags containing v form a
connected subtree.

For trees, the bags of a corresponding tree decomposition are simply the
two-element vertex sets formed by the edges of the tree. In the definition, the
subtraction of 1 thus ensures that trees have a treewidth of 1. In contrast, a clique
of n vertices has treewidth n− 1. The corresponding tree decomposition trivially
consists of one bag containing all graph vertices; in fact, no tree decomposition
with smaller width is attainable since it is known that every complete subgraph
of a graph G is completely “contained” in a bag of G’s tree decomposition.

Tree decompositions of graphs are connected to another central concept in
algorithmic graph theory: graph separators are vertex sets whose removal from
the graph separates the graph into two or more connected components. Each
bag of a tree decomposition forms a separator of the corresponding graph.

Given a graph, determining its treewidth is an NP-hard problem itself.
However, several tools and heuristics exist that construct tree decompositions [30–
32], and for some graphs that appear in practice, computing a tree decomposition
is easy. Here, we concentrate on the algorithmic use of tree decompositions,
assuming that they are provided to us.

5.2 Case Study
Typically, tree decomposition-based algorithms have two stages:

1. Find a tree decomposition of bounded width for the input graph.

2. Solve the problem by dynamic programming on the tree decomposition,
starting from the leaves.
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Intuitively speaking, a decomposition tree provides us with a scaffold-structure
that allows for efficient and consistent processing through the graph. By design,
this scaffold leads to optimal solutions even when the utilized tree decompositions
are not optimal; however, the algorithm will run slower and consume more
memory in that case.

To exemplify dynamic programming on tree decompositions, we make use of
our running example Vertex Cover and sketch a fixed-parameter dynamic
programming algorithm for Vertex Cover with respect to the parameter
treewidth.

Theorem 2. For a graph G with a given width-ω tree decomposition 〈{Xi | i ∈
I}, T 〉, an optimal vertex cover can be computed in O(2ω · ω · |I|) time.

The basic idea of the algorithm is to examine for each bag Xi all of the at
most 2|Xi| possibilities to obtain a vertex cover for the subgraph G[Xi]. This
information is stored in tables Ai, i ∈ I. Adjacent tables are updated in a
bottom-up process starting at the leaves of the decomposition tree. Each bag of
the tree decomposition thus has a table associated with it. During this updating
process it is guaranteed that the “local” solutions for each subgraph associated
with a bag of the tree decomposition are combined into a “globally optimal”
solution for the overall graph G. (We omit several technical details here; these
can be found in [110, Chapter 10].) The following points of Definition 3 guarantee
the validity of this approach.

1. The first condition in Definition 3, that is, V =
⋃

i∈I Xi, makes sure that
every graph vertex is taken into account during the computation.

2. The second condition in Definition 3, that is, ∀e ∈ E ∃i ∈ I : e ∈ Xi,
makes sure that all edges can be treated and thus will be covered.

3. The third condition in Definition 3 guarantees the consistency of the
dynamic programming, since information concerning a particular vertex v
is only propagated between neighboring bags that both contain v.

While the running time of the dynamic programming part can often be
improved over a naive approach, there is evidence that known algorithms for
some basic combinatorial problems are essentially optimal [102].

One thing to keep in mind for a practical application is that storing dynamic
programming tables requires memory space that grows exponentially in the
treewidth. Hence, even for “small” treewidths, say, between 10 and 20, the
computer program may run out of memory and break down. Some techniques
for limiting memory use have been proposed [12, 56, 71].

5.3 Applications and Implementations
Tree decomposition based algorithms are a valuable alternative whenever the
underlying graphs have small treewidth. As a rule of thumb, the typical border
of practical feasibility lies somewhere below a treewidth of 20 for the underlying
graph, although with advantageous data and careful implementation higher
values are possible (e. g. [71]). Successful implementations for solving Vertex
Cover with tree decomposition approaches have been reported [4, 12].
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A practical application of tree decompositions is found in protein structure
prediction, namely the prediction of backbone structures and side-chain predic-
tion. These two problems can be modeled as a graph labeling problem, where the
resulting graphs have a very small treewidth in practice, allowing the problems
to be solved efficiently [11].

Besides taking an input graph, computing a tree decomposition for it, and
hoping that the resulting tree decomposition has small treewidth, there have also
been cases where a problem is modeled as a graph problem such that it can be
proven that the resulting graphs have a tree decomposition with small treewidth
that can efficiently be found. As an example, Song et al. [124] used a so-called
conformational graph to specify the consensus sequence-structure of an RNA
family. They proved that the treewidth of this graph is basically determined by
the structural elements that appear in the RNA. More precisely, they showed
that if there is a bounded number of crossing stems, say k, in a pseudoknot
structure, then the resulting graph has treewidth (2 + k). Since the number of
crossing stems is usually small, this yields a fast algorithm for searching RNA
secondary structures (see also [135]).

Other biological applications include peptide sequencing and spectral align-
ment [101], molecule bond multiplicity inference [24], charge group partitioning
for biomolecular simulations [39], and NMR interpretation [99]. The idea of
exploiting the treewidth of an auxiliary structure describing interdependencies
of the input also has attracted much attention in Artificial Intelligence (AI)
applications [63, 86].

Besides dynamic programming, a very powerful method to obtain fixed-
parameter results for the parameter treewidth is to cast the problem as an
expression in monadic second-order logic (MSO) [98]. For example for Vertex
Cover, the expression is

vc(U) := ∀x, y ∈ V : ¬({x, y} ∈ E) ∨ x ∈ U ∨ y ∈ U.

Since the worst-case running time obtained from this formulation is extremely
bad, this approach was thought to be impractical [110, Chapter 10]. However,
recently a solver was presented that indeed just requires the user to provide the
MSO expression [88, 97, 98]. If the problem at hand admits a formulation in
MSO (as most problems that are fixed-parameter tractable for treewidth do),
this provides a quick way to evaluate the feasibility of the treewidth approach
for the data at hand, with the option to get a quicker algorithm by designing a
customized dynamic programming.

Besides treewidth, a number of alternative concepts have been developed to
compare the structure of a graph to a tree, including branch-width, rank-width,
and hypertree-width [79, 98].

6 Color-Coding
The color-coding technique due to Alon et al. [6] is a general method for finding
small patterns in graphs. In its simplest form, color-coding can solve the
Minimum Weight Path problem, which asks for the cheapest path of length k
in a graph. This has been successfully employed with protein–protein interaction
networks to find signaling pathways [85, 121] and to evaluate pathway similarity
queries [122].
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6.1 Basic Concepts
A naive approach to discover a small structure of k vertices within a graph
of n vertices would be to combinatorially try all of the roughly nk possibilities
of selecting k out of n vertices and then testing the selection for the desired
structural property. This approach quickly leads to a combinatorial explosion,
making it infeasible even for rather small input graphs of a few hundred vertices.
The central idea of color-coding is to randomly color each vertex of a graph with
one of k colors and to hope that all vertices in the subgraph searched for obtain
different colors (that is, the vertex set becomes colorful).

When the structure that is searched for becomes colorful, the task of finding it
can be solved by dynamic programming in a running time where the exponential
part solely depends on k, the size of the substructure searched for. Of course,
given the randomness of the initial coloring, most of the time the target structure
will actually not be colorful. Therefore, we have to repeat the process of random
coloring and searching (called a trial) many times until the target structure is
colorful at least once with sufficiently high probability. As we will show, the
number of trials also depends only on k (albeit exponentially). Consequently
this algorithm has a fixed-parameter running time. Thus it is much faster than
the naive approach which needs O(nk) time.

6.2 Case Study
Formally stated, the problem we consider is the following:

Minimum Weight Path
Input: An undirected graph G with edge weights w : E → Q+ and a
nonnegative integer k.
Task: Find a simple length-k path in G that minimizes the sum over
its edge weights.

This problem is well-known to be NP-hard [62, ND29]. What makes the
problem hard is the requirement of simple paths, that is, paths where no vertex
may occur more than once (otherwise, it is easily solved by traversing a minimum-
weight edge k − 1 times).

Given a fixed coloring of vertices, finding a minimum-weight path that
is colorful can be accomplished by dynamic programming: Assume that for
some i < k we have computed a value W (v, S) for every vertex v ∈ V and every
cardinality-i subset S of vertex colors such that W (v, S) denotes the minimum
weight of a path that uses each color in S exactly once and ends in v. Clearly,
the resulting path is simple because no color is used more than once. We can
now use this to compute the values W (v, S) for all cardinality-(i+ 1) subsets S
and vertices v ∈ V , because any colorful length-(i + 1) path that ends in a
vertex v ∈ V must be composed of a colorful length-i path that does not use the
color of v and ends in a neighbor of v. More precisely, we let

W (v, S) = min
e={u,v}∈E

(
W (u, S \ {color(v)}) + w(e)

)
. (2)

See Figure 9 for an example.
It is straightforward to verify that on an m-edge graph the dynamic program-

ming takes O(2km) time. Whenever the minimum-weight length-k path P in
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Figure 9: Example for solving Minimum Weight Path using the color-coding
technique. Here, using (2) a new table entry (right) is calculated using two
already known entries (left and middle).

the input graph is colored with k different colors (that is, its vertex is colorful),
then the algorithm finds P . The problem, of course, is that the coloring of the
input graph is random and hence many coloring trials have to be performed to
ensure that the minimum-weight path is found with a high probability. More
precisely, the probability of any length-k path (including the one with minimum
weight) being colorful in a single trial is

Pc =
k!

kk
>
√
2πke−k (3)

because there are kk ways to arbitrarily color k vertices with k colors and k!
ways to color them such that no color is used more than once. Using t trials, a
path of length k is found with probability 1− (1−Pc)

t. Therefore, to ensure that
a colorful path is found with a probability greater than 1− ε (for any 0 < ε ≤ 1),
at least

t(ε) =

⌈
ln ε

ln(1− Pc)

⌉
= − ln ε ·O(ek) (4)

trials are needed. This bounds the overall running time by 2O(k) · nO(1). While
the result is only correct with a certain probability, we can can specify any
desired error probability, say 0.1%, noting that even very low error probabilities
do not incur excessive extra running time costs.

Note that the number of colors chosen poses a trade-off: While using more
than k colors increases the chance of a target structure becoming colorful—and
thus decreases the number of trials needed to achieve a given error probability—it
increases the running time and memory requirements of the dynamic program-
ming step. As a theoretical analysis points out, using 1.3k colors instead of just k
improves the worst-case running time of the color-coding algorithm. Moreover,
in practice it is often beneficial to increase the number of colors even further [85].

6.3 Applications and Implementations
Protein interaction networks represent proteins by vertices and mutual protein–
protein interaction probabilities by weighted edges. They are a valuable source of
information for understanding the functional organization of the proteome. Scott
et al. [121] demonstrated that high-scoring simple paths in the network constitute
plausible candidates for linear signal transduction pathways, simple meaning that
no vertex occurs more than once and high-scoring meaning that the product of
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edge weights is maximized. To match the above definition of Minimum Weight
Path, one works with the weight w(e) := − log p(e) of an edge e with interaction
probability p(e) between e’s endpoints. Then minimizing the sum of the weights
is equivalent to maximizing the product of the probabilities.

The currently most efficient implementation based on color-coding [85] is
capable of finding optimal paths of length up to 20 in seconds within a yeast
protein interaction network containing about 4 500 vertices.

A particularly appealing aspect of color-coding is that it can be easily adapted
to many practically relevant variations of the problem formulation:

• The set of vertices where a path can start and end can be restricted (such
as to force it to start in a membrane protein and end in a transcription
factor [121]).

• Not only the minimum-weight path can be computed but rather a collection
of low-weight paths (typically, one demands that these paths must differ in
a certain amount of vertices to ensure that they are diverse and not small
modifications of the global minimum-weight path) [85].

• More generally, pathway queries to a network, that is, the task of finding
a pathway in a network that is as similar as possible to a query pathway,
can be handled with color-coding [122].

Several other works use color-coding for querying in protein interaction
networks. For example, the queries can be trees, allowing for identification
of non-exact (homeomorphic) matches [53]. Another application is counting
non-induced occurrences of subgraph topologies in the form of trees and bounded
treewidth subgraphs [5].

A further use of color-coding is to solve the Graph Motif problem. In
a biological application of Graph Motif, the query is a set of proteins, and
the task is to find a matching set of proteins that are sequence-similar to the
query proteins and span a connected region of the network. Bruckner et al. [34]
and Betzler et al. [13] provided implementations based on color-coding; they
differ in the way insertions and deletions are handled, and are thus not directly
comparable.

Further, color-coding has also found applications in string problems: for
example, Bonizzoni et al. [33] used it to solve a variant of Longest Common
Subsequence that is motivated by a sequence comparison problem. However,
to the best of our knowledge no string algorithm using color-coding has been
implemented yet.

Related techniques. We mention some techniques that use ideas similar to
color-coding. To the best of our knowledge, with one exception none of them
has been implemented so far.

Two variants use only two colors to separate the pattern from surround-
ing vertices (random separation) [37] or to divide the graph into two parts
for recursion (divide-and-color) [89]. Random separation can be used to find
small subgraphs with desired properties in sparse graphs. For these problems
enumerating connected subgraphs and using color-coding [92] sometimes gives
faster algorithms. A further extension known as chromatic coding was used to
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obtain (theoretically) fast algorithms for the Dense Triplet Inconsistency
problem motivated from phylogenetics [73].

Algebraic techniques [93, 94] can improve on the worst-case running time of
many color-coding approaches; for example, the currently strongest worst-case
bound for Graph Motif is obtained this way [17]. This approach, however, is
not as flexible as color-coding, for example with respect to the handling of large
weights. Experiments for the unweighted version of Minimum-Weight Path
on random graphs have shown that the approach is feasible for a path length of
16 and 8000 vertices [18].

7 Iterative Compression
The main idea of iterative compression is induction: we construct a slightly
smaller instance, solve it recursively, and then make use of the solution to solve
the actual instance. While induction is a classic algorithmic approach, iterative
compression first appeared in a work by Reed et al. in 2004 (see also a 2009
survey [75]). Although it is perhaps not quite as generally applicable as data
reduction or search trees, it appears to be useful for solving a wide range of
problems and has led to significant breakthroughs in showing fixed-parameter
tractability results. Iterative compression is typically used for “minimum ob-
struction deletion” problems: given a set of items, omit the minimum number of
items such that the remaining items exhibit some “nice” structure. Thus, it can
sometimes model parsimonious error correction. Vertex Cover is one example
fitting this scheme, and it can be solved with iterative compression [118].

7.1 Basic Concepts
The central concept of iterative compression is to employ a so-called compression
routine.

Definition 4. A compression routine is an algorithm that, given a problem
instance and a solution of size k, either calculates a smaller solution or proves
that the given solution is of minimum size.

With a compression routine, we can find an optimal solution for an instance by
recursively solving a smaller instance, using the solution for the smaller instance
to find a possibly suboptimal solution for the actual instance, and then using
the compression routine to find an optimal solution. For “minimum obstruction
deletion” problems, the only nontrivial step is the compression routine.

The main strength of iterative compression is that it allows us to see a
problem from a different angle, since the compression routine does not only
have the problem instance as input, but also a solution, which carries valuable
structural information on the input. Also, the compression routine does not need
to find an optimal solution at once, but only any better solution. Therefore, the
design of a compression routine can often be simpler than designing a complete
algorithm.

Algorithmically, the compression routine is the “complex” step in iterative
compression in two regards: First, while the mode of use of the compression
routine is usually straightforward, finding the compression routine itself often
is not. Second, if the compression routine is a fixed-parameter algorithm with
respect to the parameter k, then so is the whole algorithm.
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Figure 10: A Vertex Bipartization instance (left), and an optimal solution
(right): when deleting two fragments (dashed), the remaining fragments can
be allocated to the two chromosome copies (A and B) such that no conflicting
fragments get the same assignment.

7.2 Case Studies
The showcase for iterative compression is the Vertex Bipartization problem,
also known as Odd Cycle Cover.

Vertex Bipartization
Input: An undirected graph G = (V,E) and a nonnegative integer k.
Task: Find a set D ⊆ V of at most k vertices such that G[V \ D] is
bipartite.

This problem appears as Minimum Fragment Removal in the context of
SNP haplotyping [113]. When analyzing DNA fragments obtained by shotgun
sequencing, it is initially unknown which of the two chromosome copies of a
diploid organism a fragment belongs to. We can, however, determine for some
pairs of fragments that they cannot belong to the same chromosome copy since
they contain conflicting information at some SNP locus. Using this information,
it is straightforward to reconstruct the chromosome assignment. We can model
this as a graph problem, where the fragments are the vertices and a conflict is
represented as an edge. The task is then to color the vertices with two colors such
that no vertices with the same color are adjacent. The problem gets difficult in
the presence of errors such as parasite DNA fragments which randomly conflict
with other fragments. In this scenario, we ask for the least number of fragments
to remove such that we can get a consistent fragment assignment (see Figure 10).
Using the number of fragments k to be removed as a parameter is a natural
approach, since the result is only meaningful for small k anyway.

Iterative compression provided the first fixed-parameter algorithm for Vertex
Bipartization with this parameter [119]. We sketch how to apply this to
finding an optimal solution (a removal set) for a Vertex Bipartization
instance (G = (V,E), k). Choose an arbitrary vertex v and let G′ be G with
v deleted. Recursively find an optimal removal set R′ for G′ (this recursion
terminates after n = |V | steps, where we can yield the empty removal set for
the empty graph). Clearly, R′ ∪ {v} is a removal set for G, although it might
not be optimal (it can be too large by one). Now using the compression routine
for G and R′ ∪ {v}, we can find an optimal solution for G′.

The compression routine itself works by examining a number of vertex cuts
in an auxiliary graph (that is, a set of vertices whose deletion makes the graph
disconnected), a task which can be accomplished in polynomial time by maximum
flow techniques. We refer to the literature for details [81, 96, 119]. The running
time of the complete algorithm is O(3k ·mn) [81].
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7.3 Applications and Implementations
The iterative compression algorithm for Vertex Bipartization has been
employed for a number of biological applications. An implementation, improved
by heuristics, can solve all Minimum Fragment Removal problems from
a testbed based on human genome data within minutes, whereas established
methods are only able to solve about half of the instances within reasonable
time [81]. The Unordered Maximum Tree Orientation, which models
inference of signal transmissions in protein–protein interaction networks based on
cause–effect pairs, can be reduced to Graph Bipartization [25]. Also, ordering
and orienting contigs produced during genome assembly can be reduced to
Graph Bipartization, and this is implemented in the SCARPA scaffolder [52].
Recently, an algorithm with a better worst-case bound of 2.32k · nO(1) based on
linear programming was presented [103], which seems like a promising alternative
to iterative compression for Vertex Bipartization.

Edge Bipartization, the edge deletion version of Vertex Bipartization,
can also be solved by iterative compression [74]. Enhanced with data reduction
rules and generalized to the Signed Graph Balancing problem, this algorithm
was used to analyze gene regulatory networks [82]. It can solve many networks
to optimality, but fails for the largest ones [82]. The Tanglegram Layout
problem is about drawing two phylogenetic trees on the same species set in
order to facilitate analysis; it can be reduced to Edge Bipartization [26]. The
implementation by Hüffner et al. [82] can find exact solutions for all practically
relevant Tanglegram Layout instances within seconds [26]. Finally, computing
the minimum number of recombination events for general pedigrees with two
sites for all members can also be reduced to Edge Bipartization [50].

Another prominent problem amenable to iterative compression is Feedback
Vertex Set, which also has applications for genetic linkage analysis [10]. While
initial algorithms based on iterative compression [48, 74] had prohibitive worst-
case running times, the currently fastest known approach runs in 3.619k · nO(1)

time for finding a feedback vertex set of k vertices [90]. However, these algorithms
have not been implemented yet.

The Directed Feedback Vertex Set problem was also shown to be
fixed-parameter tractable by iterative compression [43], solving a long-standing
open question. However, the worst-case running time bound is much worse
than for the previously mentioned problems. Still, an experimental evaluation
on random graphs [59], employing also data reduction, showed encouraging
results for very small parameter values. Directed Feedback Vertex Set has
applications in pairwise genome alignment under the duplication-loss model [51]
and in the comparison of gene orders [72]. For an application in reconstructing
reticulation networks in particular, the authors mention that the parameter
could be expected to be very small [100].

Finally, the Cluster Vertex Deletion problem, the “vertex deletion
variant” of Cluster Editing, aims to cluster objects by removing objects
that do not fit in the cluster structure. It can also be solved by a fixed-
parameter algorithm with respect to the number of removed vertices using
iterative compression [83].
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8 A Roadmap towards Efficient Implementations
Here we try to give some general recommendations on how to go about applying
parameterized algorithmics to NP-hard computational problems in practice.

Identification of parameters. The first task is to identify fruitful parameters.
As detailed in Section 1.2, it is useful to consider several “structural” parameters,
possibly also deduced from a data-driven analysis of the input instances. The
usefulness of the parameter clearly depends on whether it is small in the input
instances. For graph instances, a tool such as Graphana (http://fpt.akt.tu-berlin.
de/graphana/) that calculates a wide range of graph parameters can be helpful.
At this point, it is also useful to determine whether the problem is fixed-parameter
tractable or W[1]-hard. While a hardness result encourages to look for another
parameter or combined parameters, bear in mind that certain techniques such
as data reduction can still be effective in practice even without a performance
guarantee.

Implementation of brute-force search. The next thing to do is to im-
plement a brute-force search that is as simple as possible. There are several
reasons for this: First, it gives some first impression on what solutions look like
(for example, can we use their size as parameter?). Second, a simple starting
implementation is invaluable in shaking out bugs from later, more sophisticated
implementations, in particular if results for random instances are systematically
compared. Possibly the best way to get a simple brute-force result is to use an
integer linear program (ILP). These sometimes need only a few lines when using
a modeling language, but are often surprisingly effective. The second method of
choice is a simple search tree (Section 3).

Implementation of data reduction. Data reduction is valuable in combina-
tion with any other algorithmic technique such as approximation, heuristics, or
fixed-parameter algorithms. In some cases it can even completely solve instances
without further effort; it can be considered as essential for the treatment of
NP-hard problems. Thus it should always be the first nontrivial technique to
be developed and implemented. When combined with even a naive brute-force
approach, it can often already solve instances of notable size. For large instances,
an efficient implementation of the data reduction rules is necessary. A rule
of thumb is to aim for linear running time for most of the implemented data
reduction rules and to apply linear-time data reduction rules first [14].

Tuned search trees. After this, the easiest speedups typically come from
a more carefully tuned search tree algorithm. Case distinction can help to
improve provable running time bounds, although it has often been reported that
a too complicated branching actually leads to a slowdown. Heuristic branching
priorities can help, as well as admissible heuristic evaluation functions [58].
Further, interleaving with data reduction can lead to a speedup [112].

Non-traditional techniques. When search trees are not applicable or too
slow, less clear instructions can be given. The best thing to do is to look at
other fixed-parameter algorithms and techniques for inspiration: are we looking
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for a small pattern in the input? Possibly color-coding (Section 6) helps. Are
we looking for minimum modifications to obtain a nice combinatorial structure?
Possibly iterative compression (Section 7) is applicable. In this way, possibly
using some of the less common approaches of fixed-parameter algorithms, one
might still come up with a fixed-parameter algorithm.

Here, one should be wary of exponential-space algorithms as these can often
fill the memory within seconds and therefore become unusable in practice. In
contrast, one should not be too afraid of bad upper bounds for fixed-parameter
algorithms—the analysis is worst-case and often much too pessimistic.

Heuristic speedups. Some of the largest speedups experienced in experiments
come from techniques that can be considered heuristic in the sense that they do
not improve worst-case time bounds or the kernel size. The general idea of most
heuristics is to recognize early that some branches or subcases cannot lead to
an optimal solution and to skip those. Their potential effectiveness, even when
no performance guarantees can be given, should always be kept in mind when
implementing algorithms.

Furthermore, most algorithms will have numerous degrees of freedom con-
cerning their actual implementation, execution order, and the value of some
thresholds for example concerning the fraction of search tree nodes to which
data reduction should be applied. There are tools for algorithm configuration
that can exploit this freedom and may yield magnitudes of speedup [80].

9 Conclusion
We surveyed several techniques for developing efficient fixed-parameter algo-
rithms for computationally hard (biological) problems. Since many of these
problems appear to “carry small parameters,” we firmly believe that there will
continue to be a strong interaction between parameterized complexity analy-
sis and algorithmic bioinformatics. To make this as fruitful as possible, it is
necessary to analyze real-world data in search for “hidden structure” which
can be captured by suitable parameterizations. A subsequent parameterized
complexity analysis can then determine which of these parameterizations yield
field-parameter algorithms. This data-driven line of algorithmic research is
still underdeveloped and should receive increased attention in future research.
Moreover, in order to obtain the practically most useful algorithms, it may often
be good to combine fixed-parameter algorithms (particularly, data reduction
and kernelization) with general-purpose tools for solving computationally hard
problems, including SAT solving and integer linear programming. This certainly
will need a lot of experimentation going far beyond purely theoretical algorithm
design.

10 Notes
1. To show that a problem is unlikely to be fixed-parameter tractable, the

concept of W[1]-hardness was developed. It is widely assumed that a W[1]-
hard problem cannot have a fixed-parameter algorithm (W[t]-hardness,
t ≥ 2 has the same implication). For example, the Clique problem to find
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a clique (complete subgraph) in an undirected graph is W[1]-hard with
respect to the parameter “number of vertices in the clique”. To show that a
problem is W[1]-hard, a parameterized reduction from a known W[1]-hard
problem can be used (see e.,g. [44, 55]).

2. There exist suitable data reduction rules when it is of interest to enumerate
all minimal vertex covers of a given graph. For example, Damaschke [47]
suggests the notion of a full kernel that contains all minimal solutions in a
compressed form and thereby allows enumeration of them.

3. One technique to show that a polynomial kernel is unlikely is called
composition [54, 95]. A composition is an algorithm that combines the
inputs of many instances of a problem into one “equivalent” instance. For
2-Club, the composition is to take the disjoint union of the input graphs
of the instances: Any solution to such a combined instance has to live
completely inside one of its connected components, which are completely
contained in one of the original input instances. Thus, the combined
instance has a solution if and only if at least one of the input instances
has one. The existence of a composition and a polynomial kernelization
leads to an implausible complexity-theoretic collapse. Thus, it is widely
assumed that there is no polynomial problem kernel for problems with a
composition [54, 95].
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